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What does the future of work hold?

The gig economy. The disruption of legacy companies. The rapid automation of tasks and processes. The advancement of artificial intelligence and machine learning.
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WHAT CAN MACHINE LEARNING DO?
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Artificial intelligence, or AI, is having a deep impact on society. “We are at the beginning of an even larger and more rapid technological transformation than in previous industrial revolutions because of advances in machine learning,” observed Erik Brynjolfsson, Director of the MIT Initiative on the Digital Economy, in his keynote address.

Machine learning (ML), a subset of AI, represents a fundamental change from the first wave of computerization by using neural networks to map tasks on their own. In the first wave, expert systems used massive, rule-based computers, but human software engineers had to codify knowledge into digital code. Today, with neural networks, machines learn without explicit programming and we’re experiencing million-fold improvements. “We are crossing thresholds in cognition, speech, and image recognition,” said Brynjolfsson.

At the same time, there is a need to better understand how AI developments translate into business and economic value. As a general purpose technology, such as the steam engine or electricity, AI will spawn a plethora of additional innovations and capabilities over time. “We are not facing the imminent end of work, because there is still an enormous amount that only humans can do,” he said. Nonetheless, the implications for the economy and the workforce going forward are profound.

Brynjolfsson pointed to AI-based image recognition as one example of AI advancement. Just eight years ago, the best image recognition software was 70% accurate.

Today, with neural networks, machines are better than humans in all visual recognition challenges. As a result, we may have to shift work to take advantage of these advancements.

THINGS TO KNOW ABOUT MACHINE LEARNING

- Pattern recognition classification
- Voice recognition
- Answering unstructured questions
- Pattern recognition classification

APPLICATIONS OF THE SECOND WAVE

VISION + LANGUAGE
- Recognizing faces, real estate value, cancer cells
- Voice recognition INTERACTING WITH THE PHYSICAL WORLD
- Mobility
- Fine and gross motor control

PROBLEM SOLVING
- Answering unstructured questions
- Pattern recognition classification

THE ECONOMIC GRAND CHALLENGE

How can we create prosperity for the many, not just the few?

AI and other digital technologies continue to accelerate while skills, organizations, and institutions continue to lag.

Business as usual won’t solve the problem.

What do advances like these mean for business? The critical takeaway is that applications are on the rise, too. AI image readers scan pathology slides to detect disease patterns while cognitive tasks, such as estimating property values and appreciation rates, are performed by machines.

The implications for business are staggering, although it doesn’t mean all radiologists or real estate agents will disappear.

The extent of job displacement will depend on how well and how quickly machines can do specific tasks. To delve deeper, IDE researchers developed a rubric of what today’s ML systems can and cannot do. Although parts of many jobs may be what researchers term “suitable for ML,” tasks within these same jobs may not fit the criteria well. Therefore, ML effects on employment are more complex than the simple replacement and substitution story emphasized by some.

The IDE’s 23-question rubric shows interesting results for specific jobs. Truck drivers, for instance, do much more than drive, and massage therapists are not likely to be replaced by robots any time soon, unlike their hotel concierge counterparts.

Surprisingly, suitability for ML is not correlated with wages, so pay level won’t determine which jobs can be automated or replaced. In sum, regional variations, types of ML, and subtle job distinctions will all drive how much human work a machine can do. The full effects of AI won’t be realized until waves of complementary innovations are developed and implemented.

More broadly, Brynjolfsson emphasized the need to bolster education, develop policies, and improve skill development, because organizations are lagging behind technology advances. That means, business-as-usual isn’t enough to integrate AI technologies.

We live in extremely paradoxical and contradictory times, he said. “Digital progress makes the economic pie bigger, but there’s no economic law that everyone, or even most people, will benefit,” said Brynjolfsson. “The grand challenge is to create prosperity for the many, not just the few.”
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Panelists (from left) Hilary Mason, Claudia Perlich, and Michael Chui with moderator, Erik Brynjolfsson.

There have been remarkable breakthroughs in ML in recent years, matching or surpassing human-level performance. But experts agree that there’s also misalignment between the advancement of technology and business outcomes. This panel explored the unique capabilities—and the many limitations—of humans and machines, and how employers can better prepare their workforce for the impact of AI and ML.

Erik Brynjolfsson: What are you seeing in large companies as they start applying AI and ML?

Hilary Mason: There are exciting opportunities in AI right now thanks to huge data sets and domain knowledge, but they pose challenges, as well. Businesses are not set up to take full advantage of technology advancements; you need a robust understanding of the outcomes you want to achieve. Too many companies start off with AI only to save money and show profits; they’re not usually creative about new products or revenue opportunities. You need to do both. If you constrain yourself only to ideas where you can prove ROI, you’re missing out on many good ideas.

Michael Chui: While many people think of AI as legions of robot workers, or HBO’s Westworld, AI and ML are already at work in many mundane applications, performing fairly routine tasks. McKinsey researchers locked at 400 potential use cases—from airlines avoiding flight cancellations, to online retailers recommending purchases—across 19 industries. We project that in aggregate, AI could eventually drive between $3.5 trillion and $5.8 trillion of annual economic value in those industries. The vast majority of that potential is in increasing performance of existing applications, like sales and marketing—where analytics are already used. I agree that tech adoption isn’t accelerating at the same rate as technology advancement. McKinsey found that it can take eight to 28 years for business cases and adoption to be established and realized. We don’t see the midpoint—where 50% of jobs are automated—until roughly the year 2055. Businesses have to decide how aggressive they will be with AI investments.

Claudia Perlich: When I was a data scientist in advertising there were lots of data and ML experimentation at scale. It’s exciting to create new sets of applications that didn’t exist before. We created billions of auctions that take place in 100 milliseconds every day to determine what ads customers will see. That’s totally new and didn’t replace any human jobs. When AI works well, it disappears, and you stop noticing or thinking about it. However, it can be too easy to trust AI. When you have a probability of 73%, it is really random, and not that strong. People have to be educated about what it all means.

Mason: Most of us already use AI in search engines, navigation, and shopping, but apps still have a long way to go. Developers have the data and the capabilities, but we are just shifting intellectual labor around. We need better user interfaces, and a much better understanding of uses, too. We are still at the beginning of applied ML.

Perlich: We will see new players emerge as tools become more widespread. In a hospital, for instance, if you can predict risks of re-admission and prioritize those patients, you may actually add staff, save money, and improve care.

Brynjolfsson: Privacy is another moving target. In light of the Facebook testimony, and EU regulatory changes that will add restrictions to how data is used, AI may be hindered because it is so data-driven. We may need to make tradeoffs to have this layer of privacy protection. What are your views?
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Perlich: We will see new players emerge as tools become more widespread. In a hospital, for instance, if you can predict risks of re-admission and prioritize those patients, you may actually add staff, save money, and improve care.

Brynjolfsson: Privacy is another moving target. In light of the Facebook testimony, and EU regulatory changes that will add restrictions to how data is used, AI may be hindered because it is so data-driven. We may need to make tradeoffs to have this layer of privacy protection. What are your views?

Chui: The General Data Protection Regulation (GDPR) requires explanations for certain types of data-based decisions—such as, why wasn’t I hired, or why didn’t I get that loan? Explainable AI guidelines are needed. Some large tech companies actually see compliance as a competitive advantage because they have the resources to comply, while a small startup does not.

Mason: Privacy should be a design concern in the construction of all systems. Guidelines are needed, but the cost of compliance is very high and the benefits to individuals aren’t entirely clear; there are still unresolved issues about who owns every piece of data.

Chui: On the issue of training the future workforce, we don’t have to worry about mass unemployment, as much as mass redeployment. HR investments are declining at both public and private organizations. As much as we complain about K-12 education, public spending exceeds private-sector investments. We are taxing labor and subsidizing capital.
Andrew McAfee: The old-fashioned, stable, 40-hour-week, career-long, W-2-type employment — while not a thing of the past — is a decreasing share of Americans’ work lives. And we can’t bring it back. However, if we handle our Second Machine Age economy correctly, it can be a better economy, not just for the Silicon Valley capitalists and entrepreneurs, but for working Americans all over the country, as well. Help us understand what you’re seeing.

Lavea Brachman: Our perspective is on the workforce and workforce training, primarily in Southeast Michigan and Western New York. Those regions have been in economic transition for decades, and when you overlay the changes in technology, you start to see some really interesting changes. The recovery seems to be real this time. Yet, there’s still a much lower labor force participation rate than in other parts of the country, and that’s very disturbing.

Traditional, straight-ladder career paths have been replaced by something that we’ve termed rock climbing, where workers have to move adeptly from place to place. If people are going to keep up with twenty-first century jobs, not only do they need career training, they also need to learn problem solving, team building, and strategic thinking. We’re looking for training programs that marry the two.

Fred Goff: We have 84 million registered U.S. members on the Jobcase platform, and every day two million are on the site talking about their lives. For instance, a cashier may say, “I was recruited for medical billing because I’ve been entering numbers.” Or a hairdresser may be looking to start a new business. People are moving around more quickly, starting over all the time. According to the Department of Labor, the average 25-year-old has already had seven jobs. We see massive anxiety. We keep hearing about full employment; are you kidding me? Nearly half (47%) of households do not have enough savings to cover an unexpected $400 expense. The gig economy today is not a choice of wanting to be a 1099 worker; it’s work on top of other employment.

Like it or not, we are hurtling into the on-demand, or gig, economy. Flexible, internet-driven jobs have shown tremendous growth, though they are still a relatively small part of the economy. What’s next? This panel focused on practical ways that employers and workers can navigate and prepare for the new world of work.
Erik Brynjolfsson: We heard today about algorithmic bias and about human biases. You are one of the world’s experts on human biases, and you’re writing a new book on the topic. What are the bigger risks: human or algorithmic biases?

Daniel Kahneman: It’s pretty obvious that it would be human biases, because you can trace and analyze algorithms. In the example of sexist hiring, if you use a system that is predictively accurate, you are going to penalize women because in fact, they are penalized by the organization. The problem is really not the selection, it’s the organization. So something has to be done to make the organization less sexist. And then, as part of doing that, you would want to train your algorithm. But you certainly wouldn’t want just to train the algorithm and keep the organization as it is.

Brynjolfsson: Your new book, Noise, is about the different kinds of mistakes that people can make that are different than biases. Help us understand that a little bit.

Kahneman: At an insurance company, we measured what is technically called noise, and we did that in the following way: We constructed a series of six completely realistic cases that were given to 50 underwriters. We wanted to determine how much variability there was in their funding decisions. We expected differences between 10% and 15%, but in fact, they disagreed about 56% of the time. That’s a lot of noise.

In many occupations a single person makes decisions on behalf of the organization, like a triage nurse in the emergency room. And if you have a lot of noise, it sets a ceiling about how accurate you can be. So noise is a mistake. You can measure noise more easily than bias. An algorithm could really do better than humans, because it filters out noise. If you present an algorithm the same problem twice, you’ll get the same output. That’s just not true of people.

You can combine humans and machines, provided the machine has the last word! Humans have a lot of valuable inputs. They have impressions, they have judgments. But humans are not very good at integrating information in a reliable and robust way. And that’s what algorithms are designed to do.

Brynjolfsson: How will AI change social science?

Kahneman: I have big worries about algorithms, but biases are not the main one. I’m more concerned about what AI will do to people, and whether they will create superfluous people, and whether it will destroy good jobs, and so on. My guess is that AI is very, very good at decoding human interactions and human expressions. If you imagine a robot that sees you at home, and sees things over time, that robot will be learning. But what robots learn is learned by all, like self-driving cars. It’s not the experience of the single, individual self-driving car. So the accumulation of emotional intelligence will be very rapid once we start to have that kind of robot.

It’s really interesting to think about whether people are happier than they were. The question to consider about well-being and about providing various goods to people, is whether they’re going to get used to having those goods, and whether they will continue to enjoy those goods. It’s not apparent how valuable these things are, and it will be interesting to see how these changes in the future.
Bank of America CEO Brian Moynihan describes how new digital services are enhancing the consumer experience.

Cathinka Wahlstrom: Our focus is on four areas of AI and financial services: business growth and opportunities; client experience; workforce impact; and social impact. Let’s start with the business opportunities that all these new technologies bring.

Brian Moynihan: We have a new voice-activated tool called Enca that is part of our mobile banking platform, and it’s AI-driven, too. It is allowing people to speak what they want, and see immediate results. Think about how much easier that is for the customer.

We just launched an all-digital mortgage product for existing customers where we can pre-populate forms and save about 80% of the paperwork. On the auto side, customers can shop for cars from 2,000 dealers on our site, find a car, and while they’re doing that we’re underwriting the auto loan so they are already financed. It all happens digitally.

Wahlstrom: We understand that Blockchain can bring incredible efficiencies to capital markets, but it still feels kind of new. Tell us a bit about applications for Blockchain right now, and things that you’re thinking about in the near future.

Adena Friedman: The Blockchain was uncovered through the creation of cryptocurrencies, but the underlying technology has many other applications and potential. The long-term promise of the Blockchain is creating much more efficiency in capital markets in terms of time-to-settlement. You can take capital out of the system and apply it back into markets to create more liquidity, as opposed to having it captured inside clearinghouses, where it can’t be used.

Gary Gensler: Blockchain is very much in the early stages, and the biggest changes will come in 10 or 15 years from now. Meanwhile, there is a $400 billion market-capitalized business called crypto, and one exchange, Coinbase, has 13 million customers here in the U.S. Unfortunately, there’s a lot of activity that’s illicit and ill-gotten, and there’s market manipulation. It needs some public policy framework, but I think that will happen.

Wahlstrom: How do you view the impact of AI on the workforce—more evolutionary, as when ATMs or electronic trading were introduced, or more revolutionary?

Gensler: It’s a bit of both. Large financial institutions will be around for quite some time, and customers still want human advice at some point. Back-office workers, however, will see jobs displaced by machines more quickly.

Moynihan: We’re seeing massive changes in what people do, and that will continue for a good while. BoA’s investment in technology development is $3 billion a year, that’s probably doubled over the past six, eight, 10 years. So, we’ve got to train people to be ready to do those jobs.

I never use the term “robot advisor.” It doesn’t do justice to the sophistication of the team. But they use automated tools for consistent use digital services of new talent and retraining existing workforce, not a shrinking one, especially for technology programmers and engineers. There may also be more blending of humans and machines in terms of formulating trading and investing strategies.

Friedman: There’s definitely going to be a shift in the skill base in the financial industry. We have a growing workforce, not a shrinking one, especially for technology programmers and engineers. There may also be more blending of humans and machines in terms of formulating trading and investing strategies.

I do agree that on the back-office side, and on some really repetitive tasks, automation makes sense. But there’s still this issue of creativity and judgment—and that’s the domain of human brains for many years, hopefully, many decades—to come.

Gensler: The financial services sector is about 7% of our economy, but it’s not 7% of the workforce. It’s already highly automated and is becoming more efficient. The pace of change is picking up, however, and ultimately it will enhance the client experience. Automation and AI will probably mean fewer jobs of all types, long term.

Moynihan: We’re seeing massive changes in what people do, and that will continue for a good while. BoA’s investment in technology development is $3 billion a year, that’s probably doubled over the past six, eight, 10 years. So, we’ve got to train people to be ready to do those jobs.

I never use the term “robot advisor.” It doesn’t do justice to the sophistication of the team. But they use automated tools for consistent investment accounting and advice.

There’s still tremendous value in having a human use a tool with the client. The Emotional Quotient that’s required to help somebody plan their legacy or their future, or what’s really important to them, is very hard to get with a machine.

Friedman: Nasdaq has always been a technology company, so we’re not suddenly shifting into something vastly different. When we do bring in technologies like Blockchain and machine intelligence, it’s a combination of new talent and retaining existing technology talent. (continued next page)
Edward Hyman, chairman of Evercore ISI and head of its economic research team, is considered one of the top economic prognosticators on Wall Street. Institutional Investor’s annual poll has ranked him number-one for economics for 37 of the last 42 years. Hyman insists the basic job of predicting the economic future for investors hasn’t changed over the years. “I’m trying to help them figure out what’s going on now, and what might be the most likely path for the next few weeks, the next few months, and into the next few years,” Hyman told MIT’s Andrew McAfee during a fireside chat.

Hyman’s approach is what he considers bottom-up: communicating with businesses to learn what’s happening on the ground. Hyman takes the pulse of 350 companies on his watch list on a weekly basis. The informal survey is tightly focused. Evercore calls each of those companies, always asking the same person the same question: “How is your business this week compared to what you expected?”

Hyman told McAfee that these personal surveys by themselves have “absolutely no predictive power,” but collectively, they allow him to see economic trends that everyone else is missing. He’s convinced, for example, that the U.S. economy is already growing at 3.5%—far faster than anyone else is predicting—and that this pace will be sustained going forward in what he calls “the Great Expansion,” in contrast to the Great Recession of a few years ago. This faster pace of growth is one reason to be optimistic about productivity, Hyman said. Slumping productivity has troubled economists and policy makers, who say it makes it harder to spread the benefits of new technology—and higher incomes—to all parts of the workforce. Based on his surveys, Hyman believes we’re turning the corner. In his view, companies will have to invest in more advanced technology. He acknowledged this will automate more jobs, but will also mark 2018 as a turnaround year for productivity.
Technology is a great enabler for news, social media, and personalization of services. While ML technology offers an opportunity to remove bias, automated segmentation algorithms also have the potential to exacerbate the problem, especially in areas such as hiring and financial decision-making, including loans and credit. This panel tackled the thorny issues around individual and collective responsibility for addressing the risks of algorithmic bias and raising awareness.

**THE BIASES OF HUMANS AND MACHINES**

**RENEE RICHARDSON GOSLINE**
Senior Lecturer, Research Scientist, MIT IDE and Sloan School of Management

**AARIANA HUFFINGTON**
Founder, The Huffington Post

**STEPHANIE LAMPKIN**
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Renée Richardson Gosline asks panelists about the implications of algorithm bias.

Arianna Huffington suggests the creation of an FDA-like organization to monitor and test algorithms to prevent biased machine-based decision-making.

Cathy O’Neil: I’d love to start the conversation thinking about how do we think about our algorithms. How do you see them affecting our lives and becoming even more ubiquitous? Cathy O’Neil: About five years ago I started to realize that every industry was embracing ML in some form. And then I had a talk about AI where people were actually asking me about the role of AI in their industry. And I thought, ‘What about the role of AI in our lives?’ And then I realized that AI is the new electricity. It’s everywhere. It’s in our homes, it’s in our cars, it’s in our phones, it’s in our businesses. And it’s changing the way we live and work. And it’s changing the way we think about the world.

Arianna Huffington: These are key questions, not from an anti-tech perspective—we are all here celebrating technology—but we are waking up to the fact that advances in technology are not all universally good. There is nothing wrong with AI ultimately being more intelligent than we are, but we are not becoming any wiser or more empathetic in the process, and these are the uniquely human characteristics that technology and AI don’t have. If we don’t advance these characteristics at the same time that AI is advancing in intelligence, then there is a real problem. We need to learn to set boundaries on our relationship with our technology. Algorithms can have a tremendous impact on our life, but we have a lot more control than we are exercising right now. At Thrive, we want to give you tools to use that power.

Gosline: When I think about algorithms and their predictive power, and how they look at individual cases—whether we should fund someone’s desire to buy a home, or whether we should insure someone—I think about myself and others who were able to achieve things despite standard profiles.

O’Neil: As a data scientist, part of the reason that it was so disturbing to see this winners-from-losers separation was that it’s arbitrary profiling. And it has a cumulative effect on society. The US Census is an optimistic example. We have a lot more control than we think we have. At Thrive, we want to give you tools to use that power.
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O’Neil: As a data scientist, part of the reason that it was so disturbing to see this winners-from-losers separation was that it’s arbitrary profiling. And it has a cumulative effect on society. The US Census is an optimistic example. We have a lot more control than we think we have. At Thrive, we want to give you tools to use that power.
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O’Neil: As a data scientist, part of the reason that it was so disturbing to see this winners-from-losers separation was that it’s arbitrary profiling. And it has a cumulative effect on society. The US Census is an optimistic example. We have a lot more control than we think we have. At Thrive, we want to give you tools to use that power.

Gosline: When I think about algorithms and their predictive power, and how they look at individual cases—whether we should fund someone’s desire to buy a home, or whether we should insure someone—I think about myself and others who were able to achieve things despite standard profiles. We need to learn to set boundaries on our relationship with our technology. At Blendooor, we are working to mitigate unconscious bias in hiring by tracking how far different demographics make it into your search. We also publish a corporate equality index every year measuring different ways in which you could be representing inclusion and equity. We have ways of showing companies their own bias in a credit-score format. We hope that accountability will drive better behavior before lawsuits do.

Huffington: We all have our stories. When I was a Greek immigrant living in London, I had a book rejected by 37 publishers, and I was ready to give up on being a writer because I had run out of money. Then, somebody made me walk in and see the bank manager, and he gave me the loan. There is no algorithm in the universe that would have given me that loan; that loan changed my life. What we’re talking about is how do we retain that humanity in our algorithmic interactions and in our human interactions?

Gosline: Can we take something that is often perceived as esoteric—namely, algorithms and all of these mathematical numbers—and talk about them in a way that inspires people to care and make changes happen?

O’Neil: Algorithms are powerful and they generate profits, but they need improvements. We should actually test our algorithms. We know that there is bias in the data; it’s not intentional, but the algorithms are inherently backward-looking, and if our history has problematic practices, and we use the algorithms to create the future just like the past, we will be propagating those problems. It’s not impossible to change things, but we also need something like an FDA to monitor algorithms.

Lampkin: I actually propose less of an FDA model and more of a lead-certification model. If you are a company purchasing software from a third-party vendor, it would be good to know that the software has been tested so it doesn’t negatively affect certain groups disproportionately. That should be part of the brand of that company and that vendor.

Huffington: I’m optimistic that smart companies want to do well and satisfy customers, and smart people within these companies will optimize for long-term profit. Faced with government regulations of business tools, it’s actually much better to make changes yourself.
The spread of false news and its impact is at the forefront of our collective unconscious, especially, in the last several months. We worry that it can drive the misallocation of resources during terror attacks and natural disasters, the misalignment of business investments, and it can misinform elections. If false information is seeping into the data that those algorithms are analyzing, it could create systematic biases in the decisions.

Our research, the largest-ever longitudinal study of the spread of false news online, published in *Science* on March 8, 2018, sheds new light on these trends, and affirms that false news spreads more pervasively online than the truth. The data comprise approximately 126,000 stories tweeted by about 3 million people over 4.5 million times. We found that false news travels farther, faster, deeper, and more broadly than the truth online in all categories. The effects were more pronounced for false political news than for false news about terrorism, natural disasters, science, urban legends, or financial information.

Contrary to conventional wisdom, we found that false news spreads more quickly than the truth because humans, not robots, are more likely to spread it. Moreover, falsehoods were 75% more likely to be retweeted than the truth, even when controlling for age, activity level, and number of followers of the original tweeter.

---

**Categories of False News**

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of Cascades</th>
</tr>
</thead>
<tbody>
<tr>
<td>Politics</td>
<td>40K</td>
</tr>
<tr>
<td>Urban Legends</td>
<td>30K</td>
</tr>
<tr>
<td>Business</td>
<td>20K</td>
</tr>
<tr>
<td>Terrorism &amp; War</td>
<td>10K</td>
</tr>
<tr>
<td>Science &amp; Technology</td>
<td>5K</td>
</tr>
<tr>
<td>Entertainment</td>
<td>2K</td>
</tr>
<tr>
<td>Natural Disasters</td>
<td>1K</td>
</tr>
</tbody>
</table>

**False News Fixes**

- **Labeling**
  - When you go to the grocery store, food is extensively labeled. But when you’re consuming news, you don’t know how often this news source produces true or false information; or how many independent sources this organization requires before journalists are allowed to publish.

- **Regulation**
  - How do we think about regulation in a way that’s not overbearing and that’s not going to kill innovation, but could potentially help stem the spread of falsity?

- **Machine Intelligence**
  - Can we train algorithms to recognize falsity, and can we build that into the platforms on which falsity is spreading? Who do we trust to be the arbiter of truth and falsity in society?

And there is another new arms race unfolding, too: Bad actors are creating false audio and video, and it’s not clear who’s going to win. The falsity of tomorrow may be even scarier than today. Solutions will take time, and we need to remain very vigilant.

---

**The Truth About False News**

Social media is caught in a web of false news. Barely a day goes by without a new development questioning the veracity of social media, foreign meddling in U.S. elections, or dubious science. But what’s really going on? Sinan Aral, co-lead of the MIT Initiative on the Digital Economy, offered some truths about false news based on his new research study.

---

**Sinan Aral**
David Austin Professor of Management
Professor, Information Technology and Marketing
Research Co-lead, MIT IDE
MIT INCLUSIVE INNOVATION SPOTLIGHT

Susan Young: You see the lack of access to credit and financial services as a data problem, and your solution uses non-traditional mobile data signals to create financial identities. How did you get started?

Shivani Siroya: I started by understanding the stories of people—that’s the basis behind everything we do. We wanted to understand the effect of the loan in terms of progressing out of poverty. I ended up traveling across nine countries and interviewing a little over 3,500 people. Meeting them and seeing their lives first-hand allowed me to intuitively start underwriting loans without all the traditional data. I realized that a lot of data is behavioral information that you can gather through your interactions with a customer, through any medium, to validate a loan.

Young: How do you design for a customer that is new to financial services like credit, or is new to smartphones in general?

Siroya: The three basic categories of credit scoring are identity verification, understanding a customer’s capacity, and understanding their likelihood to repay. You have to make it incredibly simple. In a seamless way, we’re showing them the permissions, category by category, and what it is that we’re asking for and why. About 85% of our customers go through the loan application in under two minutes. Rather than asking 50 questions at once, we want to understand “are you fraudulent? Can we verify your identity?” From there, can we assess your initial risk. Then we start to think about what products are best suited for you.

Young: How many loans have you provided?

Siroya: We have more than 1.3 million customers on the platform. In the last three years, we’ve disbursed over 6.5 million loans. Only about 31% of the adult population worldwide is actually in a credit bureau. There are billions of people without credit scores or access to formal financial services. The challenge is that if you don’t also educate the customer on their identity and what it can be used for, you’re not really enabling them. Our mission is about financial choice and control. The IIC has really helped us get the message out.
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The IDE is also indebted to the MIT Sloan School of Management and the Sloan Alumni Association for co-hosting this event.

We are grateful to the speakers who gave their time to help us better understand the unique challenges faced by private and public organizations as they seek to adapt to their rapidly changing environments.

The Inclusive Innovation Challenge (IIC) is the flagship initiative of the MIT Initiative on the Digital Economy (IDE). The IIC awards more than $1.5 million in prizes each year to global entrepreneurs who are using technology to reinvent the future of work and create greater economic opportunity in the Second Machine Age.

In 2018, we launched our biggest Challenge yet: a global tournament with 20 winners in Africa, Asia, Europe, Latin America, and North America.

On November 8, the IIC will culminate with a Global Grand Prize Gala, a banquet dinner and awards show, where all 20 IIC Finalists will vie for four $250,000 Global Grand Prizes. Featuring pitches from the Finalists, a Champion Committee of judges, and an audience of leading experts, the event celebrates the solutions that are reinventing the future of work today.

The Global Grand Prize Gala will conclude the 2018 Future of Work Congress, hosted by the IDE and MIT’s Computer Science and Artificial Intelligence Lab. Featuring high-profile keynotes, panel discussions of experts, and outcome-focused workshops, this second annual event will explore the opportunities and challenges in the Future of Work.

The MIT Initiative on the Digital Economy (IDE) thanks our sponsors and donors for enabling our research and supporting events like The Future of Work.