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Abstract

How does Al improve human decision-making? Answering this question is challenging
because it is difficult to assess the quality of each decision and to disentangle Al’s influence
on decisions. We study professional Go games, which provide a unique opportunity to
overcome such challenges. In 2016 an Al-powered Go program (APG) unexpectedly beat
the best human player, surpassing the best human knowledge and skills accumulated over
thousands of years. To investigate the impact of APGs, we compare human moves to Al’s
superior solutions, before and after the initial public release of an APG. Our analysis of
750,990 moves in 25,033 games by 1,242 professional players reveals that APGs
significantly improved the quality of the players’ moves as measured by the changes in
winning probability with each move. We also show that the key mechanisms are reductions
in the number of human errors and in the magnitude of the most critical mistake during the
game. Interestingly, the improvement is most prominent in the early stage of a game when
uncertainty is higher. Further, young players—who are more open to and better able to
utilize APG—Dbenefit more than senior players, suggesting generational inequality in Al
adoption and utilization.
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Acrtificial Intelligence (Al) is the newest general-purpose technology (GPT) in the foreseeable future
(Goldfarb et al. 2020, Trajtenberg 2018). It has the potential to affect all aspects of the economy—including
the ways we innovate, do business, and organize (Cockburn et al. 2019). One remarkable characteristic of
Al is its ability to provide humans with high-quality predictions at relatively low cost and to automate a
wide range of predictions (Agrawal et al. 2018). Al has already outperformed human professionals in many
domains—including strategic gameplay (Silver et al. 2017), medical diagnosis (Wang et al. 2019), and new
drug development (Wallach et al. 2015). Furthermore, as a GPT, the domains where Al outperforms humans
are expanding at a fast pace (Agrawal et al. 2018). The rapid development and adoption of Al thus raise an
interesting yet pressing question about how Al affects human tasks in these various domains.

Studies of Al and human capital, for instance, have examined the performance gap between humans
and Al, highlighting Al’s potential for replacing jobs (e.g., Acemoglu et al. 2019, Acemoglu and Restrepo
2020, Luo et al. 2019, Webb 2020). For example, Al’s advancement is associated with changes in task
description in job postings, leading to a significant decline in demand for certain skills (Acemoglu et al.
2019). Luo et al. (2019) also reveal that Al chatbots are as effective as experienced workers and four times
more effective than inexperienced workers in engendering customer purchases.

The impact of Al is not limited to the substitution of jobs; rather, Al can complement and assist
human skills. A number of recent studies have examined how Al complements human tasks at different
skill and job levels (e.g., Cao et al. 2021, Cowgill et al. 2020, Kleinberg et al. 2017, Wang et al. 2019). For
example, human analysts who use an Al-based program make more accurate stock price forecasts for
financial investments than those who do not (Cao et al. 2021). Al solutions for recording patient conditions
using standardized codes in medical charts also improved the productivity of medical coders who
previously did the job manually (Wang et al. 2019). This evidence shows that human workers can increase
their productivity and performance when they employ Al technology directly at work.

Despite abundant findings on the benefits of utilizing Al, less is known about whether Al can
improve native human abilities in making decisions—even when the Al technology is not directly available
at work. The improved performance resulting from Al’s assistant roles does not necessarily mean that Al
nurtured fundamental human capabilities. For instance, while a calculator advances the operator’s
calculation speed and accuracy, it may atrophy his or her arithmetic ability. Thus it is important to
distinguish the instructional roles of Al from the assistant roles. We argue in this paper that the effect of Al
could go beyond the assistant roles to instructional roles, training human professionals to make better

decisions.



This study examines how Al enables human professionals to make better choices by improving
their heuristics or everyday practices in decision-making. We ask (1) whether Al improves the quality of
human decisions, (2) by what mechanisms is performance improved, and (3) how does the effect vary by
differential access to and attitudes toward Al. Empirical studies in this area are challenging because of
several difficulties: finding a context where Al can train human professionals (but does not perform the
task directly); observing a decision (or a series of decisions) by humans and assessing the results; and
disentangling Al’s clout on such decisions. Furthermore, given that Al has progressed dramatically only
recently, researchers have been constrained from examining the impact of Al by limited data availability
(Seamans and Raj 2018).

To address these concerns, we study the impact of Al on professional players of the strategy board
game, Go, which provides a unique opportunity to overcome these challenges. Over thousands of years
professional Go players have accumulated knowledge, wisdom, and skills from playing Go games. Yet the
introduction of the Al-powered Go program (henceforth, APG), which is far superior to the best
professional player, suddenly changed how Go players learn and play the game. The historic Go match
(AlphaGo vs. Sedol Lee) was held in 2016; in this game, Al beat the best human professional player for the
first time and by a large margin. Shortly after this event, the first open APG, Leela, became available to
players in February 2017. Our quantitative and qualitative investigation indicates that professional Go
players have used APGs heavily in their training since its release.

The great advantage of this context is that it allows us to observe every single decision of
professional Go players before and after the public release of APGs; a game’s entire move history is well
archived and maintained for all major games. Furthermore, using the APG’s best solution as a benchmark,
we can calculate the probability of winning for every move (i.e., 750,990 decisions) by 1,242 professional
Go players in 25,033 major games held from 2015 through 2019; note that this can be done even for the
games played before APG’s release. We then compare the move-level probability of winning to that of
APG’s best solution.

The results show that the quality of moves by professional Go players improved substantially
following the release of APG. Before the release, the winning probability of each move by professional Go
players averaged 2.47 percentage points lower than the moves of APG. This gap decreased by about 0.756
percentage points (or 30.5 percent) after the release of APG. Additional analyses indicate that the
improvement in move quality eventually leads to the final win of the game. Interestingly, this effect is most
prominent in the early stage of a game where higher uncertainty is exhibited and there is more opportunity
for players to learn from Al. Furthermore, quality improvement is more prominent among young players

who are open to and capable of utilizing APGs; this has important implications for digital literacy and



inequality in Al utilization.

We also explore the mechanisms through which professional players achieve a higher probability
of winning. Our mediation analysis reveals that improvements in the quality of moves are driven mainly by
reducing the number of errors (moves where the winning probability drops by 10 or more percentage points
compared to the immediately preceding move by a focal player) and by reducing the magnitude of the most
critical mistake (the biggest drop in winning probability during the game). Specifically, the number of
errors per game decreased by 0.15-0.50 and the magnitude of the most critical mistake decreased by 4-7
percentage points.

To the best of our knowledge, this study is one of the initial studies to provide micro-level evidence
of the instructional role of Al in human decisions and performance. Our empirical analysis of 750,990
moves in Go games show that Al-trained professionals substantially improve the quality of their moves and
increase their probability of winning through reducing errors and the magnitude of mistakes.

Importantly, the decisions made in games are similar to those made by managers and policymakers
in that both use similar intuitive techniques under uncertainty and time constraints, as highlighted in the
literature (e.g., Bechara et al. 1997, Mintzberg 1987, 1994, Miric et al. 2020, Simon 1987, Simon and Chase
1988). Our findings therefore have meaningful implications for the complementary and instructional role
of Al, notably how Al could nurture decision-making by business managers and policymakers. The
improvements brought by APG show that even the best human professionals have biases or heuristics in
decision-making and that Al can train and educate human decision-making in a fast-paced, uncertain
environment. The power of this improvement is significant to the extent that Al overturned an area of
human knowledge and wisdom accumulated over thousands of years. Further, the fact that the young
benefited more from the Al-powered program has important implications for potential inequality in
accessing, adopting, and utilizing Al.

The paper proceeds as follows. Section 2 discusses the related literature on human decision-making
and the roles of Al. Section 3 explains the data, research design, and identification strategy used for
empirical analysis. Section 4 presents the results and robustness checks. Section 5 provides further analyses

on the mechanisms and heterogeneity. The discussion and conclusion are provided in Section 6.

When making decisions, humans tend to draw on their conceptualization of the future as input into the

decision-making process (Lindebaum et al. 2020; Mintzberg 1987, 1994). Humans also depend on



knowledge of causality, which they actively develop to understand how past actions impact future outcomes.
Through these processes, humans can judge and learn from situations—even unexpected situations—to
improve their decision-making processes and outcomes (Lindebaum et al. 2020, Mintzberg 1994). However,
individuals are limited in their ability to process information, which slows down learning and limits its
scope (Cyert and March 1963; Galbraith 1974; Simon 1955, 1958), and which in turns leads to failure to
optimize decision-making (Kalberg 1980). For instance, managers’ choices are often affected by rigidity to
change and other routines, which lead to learning myopia (Levinthal and March 1993).

Acknowledging these limitations, researchers have studied incompleteness in managerial decision-
making (Dane and Pratt 2007, Eisenhardt 1990, Shepherd et al. 2015). Managers typically predict possible
options by collecting and evaluating all relevant information and making decisions they perceive will best
maximize their economic returns. Even when managers must make very significant decisions for firms,
they often fail to follow the procedures for rational choices (Mousavi and Gigerenzer 2014, Simon 1955).
Rather, they rely on their heuristics, a simple decision-making process that utilizes only a fraction of the
available information (Bingham et al. 2007, Bingham and Haleblian 2012). Research on managerial
decision-making has also shown that making consistently optimal decisions is difficult due to bounded
rationality (Simon 1991), cognitive biases (Thaler 1993), or perceptions deviating from economic
optimality (Kahneman 2003). To mitigate these biases and errors, researchers propose to set goals and
aspirations to guide decision-making and to use backward- and forward-looking decision models (Chen
2008, Cyert and March 1963, Gavetti and Levinthal 2000). However, benefits of these choice models are
marginal in alleviating the aforementioned limitations to optimal decision-making.

Information technology (IT) literature provides yet another set of solutions and argues that the
adoption and utilization of new technologies compensate for these shortcomings. Information theory (e.g.,
Blackwell 1953) and the information-processing view of the organization (Galbraith 1974) propose that the
more accurate and precise the information used in decision-making, the higher the firm performance. This
is primarily because IT improves a firm’s ability to collect, analyze, and process information for internal
operational decisions. Specifically, IT complements organizational practices, which in turn leads to higher
productivity (e.g., Bapna et al. 2013, Bresnahan et al. 2002, Brynjolfsson and Hitt 2000). The positive
relationship between the volume and quality of information and optimal decision-making has been
supported by a plethora of studies (e.g., Ayres 2007, Brynjolfsson et al. 2011, Davenport and Harris 2017,
Loveman 2003).

As data availability has grown, researchers have extended these arguments to data-driven decision-
making. The data about consumers, suppliers, competitors, and partners and the utilization of large-scale

analytics have supported managerial decision-making (Brynjolfsson et al. 2011, Wu et al. 2019). For



example, Brynjolfsson et al. (2011) find that the adoption of data-driven decision-making practices
increases financial returns. Saunders and Tambe (2013) reveal that firms with data-driven decision-making
at an executive level have higher productivity and market valuations. Data analytics also support decision-
making for R&D search and incremental process improvements (Wu et al. 2020). Overall, the adoption of
new IT plays an important role in decision-making at both organizational and individual levels.

Researchers have recently extended this discussion to the adoption and utilization of Al. The
advance in Al with the development of machine learning and deep-learning algorithms contributes to the
avoidance of mistakes and errors stemming from human judgments (Danziger et al. 2011). Al algorithms
are fundamentally different from previous algorithmic technologies for several reasons (Agrawal et al. 2018,
Smith 2019). First, Al improves performance through self-learning, making inferences on new data based
on prior learning. Because of the ability to discover hidden patterns, Al can conduct insightful tasks that
need human-like “intuition.” Second, Al obtains predictions and judgments with high accuracy and their
accuracy increases with the number of training sessions and the quantity of voluminous data. Third, models
using Al algorithms could improve over time to achieve a superior performance. These distinct
characteristics enable Al to outperform humans not only in repetitive work and recognition tasks but also
in creative tasks in some domains (He et al. 2015, Mnih et al. 2015). Researchers find that Al performs well
even in high-level cognitive tasks such as making a legal decision in the court (Kleinberg et al. 2017),
discovering protein structure in biology (Senior et al. 2020), and playing strategic games (Schrittwieser et
al. 2020), among others.

Organizations therefore have begun to use Al algorithms for tasks requiring accurate judgment,
improving the allocation of valuable resources, designating work schedules, and analyzing employee
performance (De Cremer 2020, Rock 2020). For example, Al algorithms are helpful in new drug
development—in particular, at the early stage when the tasks are heavily dependent on automatic data
processing and pattern recognition (Lou and Wu 2021). Medical coders in hospitals also use Al suggestions
about chart coding and thereby improve their productivity (Wang et al. 2019).

Considering the assumption of bounded rationality—that decision-makers tend to balance the
quality of their decisions with the cost, such as the cognitive effort and time required to reach their decisions
(Kahneman 2003)—A\ can contribute to lowering cost, which in turn rebalances the accuracy of decisions.
That is, Al helps the process of human decision-making by evaluating a broader scope of options at a lower
cost and by performing a more accurate evaluation of the options available. Since Al can provide an
extensive set of precisely assessed alternatives that informs and trains human professionals, it can revisit
their decision-making practices (which may have yielded inferior decisions if they were not trained with

Al). Our main prediction, therefore, is that Al can train human professionals and improve the quality of



their decisions—especially when the performance of Al is superior to that of humans and when tasks are

complex and uncertain.

Studies suggest that age is an important factor in adopting new technology (Weinberg 2004). Age could
affect the adoption and utilization of Al through three major channels: risk-aversion, search behavior, and
absorptive capacity. First, junior (younger) professionals are more open to new technologies and less risk-
averse than senior professionals. Hambrick and Mason (1984) argue that an executive’s age affects strategic
decisions; for example, younger managers pursue riskier strategies in terms of the usage and development
of new technology (Tyler and Steensma 1998). Most products powered with Al have come onto the market
recently. Although superior performance is expected from it, the product’s credibility and stability of
performance have not yet been verified at the initial stage, so the public is not convinced of its usefulness.
Because there is no track record, people making career-determining decisions are more likely to view
utilizing the Al-powered product as riskier. In such situations, junior professionals are more inclined to
utilize Al in their decision-making than are senior professionals.

Second, senior professionals tend to rely more on the knowledge and experience they have
accumulated than do juniors. In other words, senior professionals conduct exploitative searches and make
choices that are path-dependent on past records. In contrast, junior professionals have less experience and
are more likely to explore and make path-independent decisions—that is, to adopt and utilize Al in training
and decision-making.

Third, younger professionals have better absorptive capacity (Cohen and Levinthal 1990) for new
technology; the young are better able to recognize the value of new technology, to assimilate it, and to apply
it to their professional tasks. Empirical evidence indicates that younger workers are more qualified and
more likely to adopt new information and communications technologies (de Koning and Gelderblom 2006,
Meyer 2011, Morris and Venkatesh 2000, Schleife 2006).

All the above arguments suggest that the impact of Al on human decision-making will have
differential effects on young and old professionals and that junior professionals benefit more from this new

technology.

“In a short space of time, AlphaGo Zero has understood all of the Go knowledge that has been
accumulated by humans over thousands of years of playing ... it’s actually chosen to go beyond that and

discovered something that the humans hadn’t even discovered in this time period.”



— David Silver, Google’s DeepMind Lab (Kennedy 2017)

Go (or Baduk) is a two-player strategy board game that originated in China at least 3,000 years ago. The
board consists of nineteen lines by nineteen lines. Players compete to obtain more of the board’s territory
by alternating the placement of stones at the intersection of the lines. The professional Go industry is
substantial—especially in China, Japan, South Korea, and Taiwan. Each country holds more than ten major
professional tournaments, held throughout the year and sponsored by large corporations. For example, the
Kisei tournament in Japan—held annually since 1977 and sponsored by the Yomiuri Shimbun newspaper—
awards 4,500,000 yen (or $413,000) to the first-place winner in addition to per-game compensations.*
Demis Hassabis, head of the Google DeepMind team, noted that “Go is the most complex and
beautiful game ever devised by humans ... the richest in terms of intellectual depth.” (Knight 2016) Go has
about 250™° possible moves, and the search space is often described as “a number greater than there are
atoms in the universe” (Silver et al. 2016)? The seemingly unlimited number of possible moves in Go
cannot be exactly identified by brute force calculation (as supercomputers have done with chess); in the
past two decades, several Go software programs—such as GnuGo, Pachi, and Crazy Stone—were released,
but the performance of these programs was far inferior to that of professional Go players who use

superlative “intuition” and evaluation skills in making certain moves (Knight 2016).

Even if the latest supercomputers cannot calculate all possible moves in Go, the recent advancement in
deep-learning algorithms in Al has made a remarkable improvement. Instead of evaluating all possible
solutions, Al uses deep learning to reduce the potential moves to be considered and predicts sequential
outcomes and winning probabilities. AlphaGo, the initial APG with these algorithms, was invented by
Google DeepMind. After several quality tests, Google held a historic Go match in 2016 between AlphaGo
and the human Go master, Sedol Lee. Prior to this match, Lee and other Go experts expected that Lee would
sweep all five games. Yet AlphaGo beat Lee 4-1, “a feat previously thought to be at least a decade away”

(Silver et al. 2016). This event has been described as one of the milestones in the history of Al (Press 2021).

1 Other examples of major competitions include the Nongshim Cup, the competition between Team China, Japan, and
South Korea, which awards $450,000 to the winning team. The Ing Cup (also known as Go Olympics), is held every
four years and awards $400,000 to the winning player. In 2020, Jinseo Shin, a twenty-one-year-old from South Korea,
earned $920,754 in award money; Imaya Yuta,a thirty-year-old from Japan, earned $1,179,456.

2 For comparison, chess has about 35% possible moves. After the first two moves, chess has 400 possible next moves,
while Go has 130,000 possible next moves (Muoio 2016).



The result shocked not only Go players but also the public who believed computers to be far interior
at intuitive judgments made amid enormous complexity. The match suddenly and unexpectedly
demonstrated that Al-powered Go software surpassed the best human Go player. The match completely
changed how professional Go players learn and practice Go; since the release in 2017 of public APGs—
such as Leela Zero, KataGo, and Handol—all professional players have learned from APGs (Somers 2018).
Figure A.1 in Appendix A shows a snapshot of a Go game between two professional players and how APG
analyzes the game, illustrating how the winning probability changed with each move made (on the upper

left corner) and the winning probability for potential next moves (on the main board).

Go players are ranked and evaluated by the Elo rating system.3 Figure 1 shows how Elo scores have evolved
among Go programs. Non-Al Go software—GnuGo, Pachi, and Crazy Stone—scored under 2,000. The
best human players scored around 3,800. In contrast, the scores of recent APGs based on deep reinforcement
learning far exceeded 4,000. Given this gap in the Elo ratings, even the top professional Go players have
no chance of winning against APGs. Ke Jie, who ranked second in the 2020 World Go Ranking, admitted
that “AlphaGo is more like the god of Go” (Mozur 2017). Put differently, the moves by APG vyield the
highest probability of winning and even the best professional Go player could learn a lot from APGs.

“Insert Figure 1 here”

The decisions made in each move in Go share many aspects with managerial decision-making in a complex,
competitive environment. Studies have emphasized the link between decision-making in games and real
businesses. For example, Simon (1987) argues that the intuitive skills required for managers are similar to
the intuitive skills of chess masters. Mintzberg (1973, 1990) empirically finds that half of the activities of
chief executives last less than nine minutes. Managers perform an average of 583 activities per eight-hour
shift and perform one activity every 48 seconds (Guest 1956). These executives and supervisors rely on
intuitions and routines when making decisions (Mintzberg, 1973). Likewise, professional Go players face
a complex, competitive environment and are forced to make a series of important decisions within a strict
time restriction; after using up the regular time, they must make each move within thirty seconds.
Executives and practitioners also confirm this point. John Koo, chairman of LS Future Center and
a pan-LG group family member, noted that “Go is a battle that starts out from a small part of the board and

later expands to the entire board. You need to make your move while seeing the bigger picture from the

3 The Elo rating is calculated based on the relative capabilities of two players and their game outcome. The system
has been widely used in other sports such as chess, football, basketball, and soccer.



very beginning. Business management is the same” (Korea Herald 2014). Also, LG Economic Research
Institute (2004) published a report, Learning Business Strategy from the Principles of Go, highlighting that

both executives and professional Go players must make decisions ceaselessly under uncertainty.

We compare changes in the quality of moves by professional players around the first public release of APG.
Although AlphaGo was the first APG to beat the best professional Go player, in 2016 only a scientific
article about its algorithm—not the program itself—was available to players. The first public APG that
performed at least as well as the best human player was Leela with its February 2017 update that utilized
the deep-learning algorithm used in AlphaGo. A few months later, a new version, Leela Zero, was
developed after AlphaGo Zero. Leela and Leela Zero gained wide attention from media as well as
professional players upon their release and are viewed as the world’s most successful open source Go
engines based on Al (Somers 2018). The impact of Leela—which provided a set of best possible moves
with the winning probability of each alternative—was substantial for Go players. We describe how Leela
and Leela Zero work in Appendix A.

Importantly, the development of APGs did not come from the demand of or request by Go players;
before AlphaGo, Go programs could only play at the level of human amateurs, and professional players did
not believe that computer programs could ever beat professional Go players. DeepMind, the developer of
AlphaGo, decided to develop the Go program solely because Go is profoundly complex (Burton-Hill 2016).
The developer of Leela, Gian-Carlo Pascutto, also made it clear that he wanted to learn how deep learning
works (but had no interest in playing Go). Al’s entrance into Go, therefore, is not correlated with preexisting
conditions in the Go industry.

We first use the event-study method to estimate the impact of APG on the quality of moves by
professional Go players. The event of interest is the major update of Leela in February 2017 that adopted
the AlphaGo-based deep-learning algorithm and outperformed the best human player. We conduct the
analyses at the player-game level. Our sample consists of major professional Go games held from January
2015 through December 2019.

We focus primarily on early moves—the first 30 moves for each game—because, like many other
games, starting with a great opening is critical to winning at Go. Chang-ho Lee, a once-in-a-century player,
pointed out the importance of the opening and likened it to a blueprint for architecture; the opening
strategies are general roadmaps and ideas on how players lead the game (Noh 2016). As such, professional
Go players accumulate their knowledge and wisdom particularly for the first thirty moves. Several opening

sequences have been long established as standard procedure (called joseki); players then deviate from these



standards as the game proceeds beyond the thirtieth move. The early stage of the game, therefore, is where
APGs can best challenge the knowledge accumulated historically by professional players. We also analyze

later stages and compare the results.

>
We collect data on professional Go games held from 2015 through 2019 from the Go4Go database, which
has been widely used in studies of Go (e.g., Chao et al. 2018, Ramon and Struyf 2003, Wu et al. 2018). The
data contains detailed information on the game, its players, Komi (the number of bonus points given to the
second mover), the sequence of all moves, and the game outcome. From Go Ratings we gather additional
data on the ages, nationalities (e.g., China, Japan, South Korea, Taiwan, and others), genders, and annual
rankings of professional players. We multiplied negative one by the ranking and divide it by 1,000 to ease
the interpretation of the result; the higher the value, the better the player. To control for the difference in
players’ capabilities for each game, we create a variable, Rank difference, as the difference between the raw
rankings of two players; we divide this difference by 1,000 such that a positive value indicates that the focal

player’s ranking is lower than the opponent’s ranking.

>
To evaluate the quality of moves by professional Go players, we use Leela Zero as a benchmark. Leela
Zero is one of the highest performing APGs and is widely used by professional players and the public. For
example, the Korea Baduk (Go) Association and the South Korean National Go Team use Leela Zero for
learning and training. Because Leela Zero provides the probability of winning for any possible move made
at any particular point of the game, we can compare the difference in winning probability between a move
made by a professional player and Leela Zero’s suggested move, which would increase the winning
probability more than any other alternative moves.

Our main dependent variable is , representing the average difference in winning

probability of the focal player ’s move compared to APG’s corresponding solution for the first thirty moves
in a game g. This variable ranges from —100 (lowest quality) to 0 (highest quality). A smaller gap in winning
probability between a player’s moves and those of APG indicates higher-quality moves by the player. For
instance, if a player places stones as suggested by APG for all moves, the average difference in winning
probability between them is zero ( =0). is negative and becomes larger in
absolute value as the player’s moves deviate from the best moves suggested by APG.

For each game, we separately calculate the value for the two players: black stone holder (first mover)

and white stone holder (second mover). We used Leela Zero (May 23, 2020 version) along with the
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GoReviewPartner program to analyze all 25,033 games played from 2015 through 2019. Using two to eight
Nvidia Titan-X GPUs running in parallel, the computational analysis of games took about three mon