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OVERVIEW
Misinformation online presents a thorny dilemma. On the 
one hand, few responsible adults want to see the widespread 
dissemination of obviously false posts such as flat-earth 
theories, Covid-19 disinformation and immigrant fearmon-
gering. On the other, social media platforms are protected by 
laws that essentially establish them as digital bulletin boards, 
freeing them of legal liability for the content their users post. 
What’s more, managers of social media sites have been gen-
erally loath to moderate and remove all but the very worst 
misinformation. Social media sites are, among other things, 
businesses. For better or worse, misinformation drives traffic.

One promising intervention is the use of fact-checker warn-
ing labels. This occurs when professional fact-checkers find 
social media posts that are either false or misleading, and 
then mark these posts with their warnings (Figure 1).

Figure 1: Example of a false post on Facebook marked with a 
fact-checker’s warning.

ONLINE FACT-CHECKER LABELS 
WORK—EVEN WITH THOSE WHO 
DISTRUST FACT-CHECKERS

• Among the most widely used interventions against 
online misinformation are fact-checker warning 
labels. But do these warning labels actually work, 
especially with people who distrust fact-checkers? 
To find out, researchers Cameron Martel and 
David G. Rand ran a series of experiments. 

• First, the researchers conducted a correlational 
study of 1,000 social media users to validate a 
measure of trust in fact-checkers.

• The researchers next conducted a total of 21 
experiments with over 14,000 people. Participants 
were asked to evaluate both true and false news 
posts online. Those in the randomly selected 
treatment group saw warning labels on most of 
the false posts, while those in the control group 
saw no warning labels. 

• The fact-checker warning labels worked. For the 
treatment group, warning labels reduced belief 
in labeled false information by nearly 28% and 
reduced misinformation-sharing by roughly 25% 
relative to a control group, which saw no warning 
labels.

• Among participants with less trust in fact-
checkers, the reductions were smaller, but still 
significant. Warning labels for this group reduced 
belief in misinformation by nearly 13% and 
reduced misinformation-sharing by almost 17%.
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Fact-checker warnings have been tried by some of the biggest 
social media sites, including Facebook, Instagram and Twit-
ter/X. But do these warnings work, and do they actually dis-
courage people from believing in and sharing misinformation? 
Equally important: Can these warnings work with people who 
inherently distrust fact-checkers? 

Previous research (for example, Porter & Wood, 2022; 
Mena, 2020; and Pennycook et al., 2018) has suggested 
that fact-checker warnings do work, at least on average. But 
average effects may be of limited usefulness. Other studies 
(including Grinberg et al., 2019) have shown that exposure to 
online misinformation is mainly limited to comparatively small 
groups of people who follow low-quality domains. 

Other studies show that in the United States, misinformation 
supply and sharing are concentrated among Republicans/con-
servatives, as other studies have shown (including Guess et 
al., 2019; and Guess et al., 2018). Still other research (Walker 
& Gottfried, 2019; Nyhan & Reifler, 2015) finds that Amer-
icans on the political right are substantially more distrustful 
of fact-checkers than those on the political left. This has led 
some researchers to suspect that fact-checker warning labels 
may not work—or could even backfire—with people who dis-
trust fact-checkers. 

To dig in beyond the averages, two MIT researchers—Cameron 
Martel and David G. Rand—in 2021 and 2022 conducted more 
than 20 online experiments involving over 14,000 social media 
users.

THE EXPERIMENTS
The researchers first engaged 1,000 participants in a 
correlational study designed to assess the degree of trust in 
fact-checkers, which they abbreviate as TFC. There were three 
main findings. First, their eight-item TFC measure was reliable. 
It asks questions such as “How often do you think you can 
trust professional fact-checkers to check the news fairly?” This 
self-reporting measure also predicted whether participants 
would choose to see warning labels in a subsequent task. 
Second, the researchers confirmed that the more respondents 
leaned to the political right, the more distrustful of fact-
checkers they were. And third, the researchers found that 
Republicans with greater news knowledge, analytic thinking 

and web-use skills had an even greater distrust of fact-
checkers relative to Democrats. 

Next, the researchers set out to determine whether distrust 
in fact-checkers undermines the efficacy of fact-checker 
warning labels. To do so, the researchers designed and 
conducted a total of 21 experiments involving 14,133 
participants, all based in the United States. Ten of the 
experiments examined accuracy, while 11 examined sharing. 
The researchers conducted these experiments in four 
groups:

• Experiment group 1: These subjects were included in 
two experiments, one on accuracy, the other on sharing. 
Subjects were given 24 headlines to review, randomly 
selected from a list of 140 headlines that combined 
pro-Democrat, pro-Republican, and politically neutral 
messages. This experiment was conducted on Lucid, an 
online market-research tool. 

• Experiment group 2: These subjects were also included 
in two experiments, one on accuracy, the other on 
sharing. And again, subjects were asked to review 24 
headlines. Minor modifications were made from group 1. 
This experiment was also conducted on Lucid. 

• Experiment group 3: This group participated in one 
experiment on sharing. Subjects were asked to review 
36 headlines. This experiment was conducted on MTurk, 
a website that connects individuals and businesses.

• Multiplatform experiments: This group of 16 
experiments—half on accuracy, half on sharing—was 
conducted across eight online recruitment platforms, 
including Connect, Forthright and Prolific. Subjects 
were asked to review 12 headlines selected from a 
pool of 108 headlines, a mix of pro-Democrat and pro-
Republican messages. 

  

THE RESULTS
Overall, the experiments demonstrate that fact-checker 
warnings are generally effective at reducing both belief in 
and sharing of false headlines online. Among people who 
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distrust fact-checkers, the warnings were less effective, 
though the results were still significant. 

In the first experiment, which tested a TFC measure with 
1,000 people, the researchers validated that their measure is 
both highly reliable and predictive of who wants to view fact-
checker warnings on false headlines. The researchers also 
replicated previous work demonstrating that Republicans are 
less trustful of fact-checkers (Figure 2).

Figure 2: The researchers found that Democrats (shown in 
blue) are more trusting of fact-checkers, while Republicans 
(red) are less trusting. On the X (horizontal) axis, 1 = strongly 
Democratic and 6 = strongly Republican. On the Y (vertical) 
axis, higher means more trust in fact-checkers (TFC), and lower 
means less. The red and blue “violin plots” show the distribution 
of experiment subjects across the two axes; wider means more 
people, and narrower means fewer. 

In the subsequent 21 experiments, subjects were asked to 
either rate the accuracy of false headlines or indicate how 
likely they would be to share the headlines. Participants in 
the treatment group were less believing of the labeled false 
headlines by a factor of 27.6% compared with the control 
group. Similarly, the treatment group was less willing than 

the control group to share false headlines by 24.6%.

Importantly, the warning effects persisted in subjects with 
low trust in fact-checkers. As stated above, the results were 
weaker than those for the overall group, but still significant: 
Belief in false headlines was reduced by 12.9% relative to the 
control group, and sharing of false headlines was reduced by 
16.7%.

CONCLUSIONS 
Overall, the experiments illustrate what the researchers 
call a “discrepancy between self-reported attitudes and 
actual behavior.” That is, people who said they distrust fact-
checkers nonetheless reduced both their belief and sharing 
of labeled misinformation. 

Why this gap between belief and behavior? The researchers 
offer five possible explanations: 

• People can recognize that a specific headline is false, 
even as they maintain their general skepticism about 
fact-checkers. 

• People may have been especially concerned about 
harming their reputations, outweighing their skepticism. 
Previous research (Altay et al., 2022) finds that sharing 
false information can hurt one’s reputation. Sharing 
information previously labeled as false may send an even 
more negative reputational signal. 

• Republicans’ distrust of fact-checkers may have been 
mostly what the researchers call “expressive responding,” 
rather than a true disbelief in the credibility of fact-
checking. The response in this case was to either 
negative signals about fact-checking from Republican 
leaders or positive signals from Democrats.

• People with low TFC scores may both trust fact-
checkers’ skills and distrust how they select which 
headlines to examine.

• People who distrust fact-checkers may have other ways 
of recognizing when content is false, particularly when 
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they’ve been prompted by warnings. So even though 
these people distrust fact-checkers, being prompted 
by fact-checker warnings may lead them to consider a 
headline’s other attributes.

The researchers say their work suggests warning labels can 
and should be put into practice for mitigating the effects of 
misinformation. And, as their experiments show that fact-
checker warnings work even with people who distrust them, 
the researchers believe that concerns about warning labels 
backfiring are likely overstated.

REPORT
Read the full research report.
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